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Prior knowledge

An Image Is Worth 16x16 Words: Transformers For Image Recognition At Scale, ICLR 2021

n Replace convolution layers with standard transformer



Prior knowledge

n Split an image into patches, 𝑥 ∈ 𝐻×𝑊×𝐶 → 𝑥! ∈ 𝑁×(𝑃" ⋅ 𝐶)

n provide the sequence of linear embeddings, 𝑥! ∈ 𝑁×(𝑃" ⋅ 𝐶) → 𝑥! ∈ 𝑁×𝐷

n Position embeddings

n Additional learnable embedding (class token)



Prior knowledge

𝑞# = 𝑊$𝑎# 𝑘# = 𝑊%𝑎# 𝑣# = 𝑊&𝑎#

Self-attention



Prior knowledge

𝑎',# = 𝑞' ⋅ 𝑘'/ 𝑑, 𝑑 is the dim of 𝑞 and 𝑘
Self-attention



Prior knowledge

5𝑎',# = exp 𝑎',# /9
)
exp(𝑎#,))Self-attention



Prior knowledge
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Self-attention



Prior knowledge

Self-attention



Prior knowledge

Multi-head Self-attention (2 heads)

𝑏# = 𝑊* 𝑏#,'
𝑏#,"



Motivation

n Not be optimal to treat all samples 

with the same number of tokens

n 14x14 v.s 4x4

n Accuracy improve 15.9%

n Increase the FLOPs by 8.5 times

# of tokens 14x14 7x7 4x4
Accuracy 76.7% 70.3% 60.8%

FLOPs 1.78G 0.47G 0.21G



Motivation

n Automatically configure a decent token number

n Main Mechanism

n Using increasing number of tokens

n Early terminate

n Feature-wise reuse

n Relation-wise reuse



Method
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Method
Feature reuse

n leverage the image tokens output 𝑍5
6! to learn a embedding 𝐸7

n 𝐸7 = 𝑓7 𝑍5
6! ∈ ℝ8×2&



Method
Relationship reuse

n Each layer learns a group of attention maps of the relationships among tokens

n These relationships are helpful in learning the downstream Transformer

n Algorithm

n 𝑄7 = 𝑧7𝑊: , 𝐾7 = 𝑧7𝑊; , 𝑉7 = 𝑧7𝑊<

n 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑧7 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝐴7 𝑉7 , 𝐴7 = 𝑄7𝐾7=/ 𝑑

n 𝐴6! = 𝐶𝑜𝑛𝑐𝑎𝑡 𝐴'
6!, 𝐴"

6!, ⋯ , 𝐴5
6! ∈ ℝ8'(×8'(×8'()!!

n 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑧7 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 𝐴7 + 𝑟7 𝐴6! 𝑉7



Method
Early termination

n The 𝑖+> exit that produces the softmax prediction 𝑝#

n If max
)
𝑝#) ≥ 𝜂#, the inference will stop by adopting the 𝑝# as output

n How to get the values of 𝜂', 𝜂", ⋯

n Given a computational budget 𝐵 > 0, the optimal thresholds can be optimized by:

max𝑖𝑚𝑖𝑧𝑒
?*,?+,⋯

𝐴𝑐𝑐 𝐷&-7 , 𝜂', 𝜂", ⋯ , 𝑠. 𝑡. 𝐹𝐿𝑂𝑃𝑠 𝐷&-7 , 𝜂', 𝜂", ⋯ ≤ 𝐵

n genetic algorithm



Experiments



Ablation study
n The three-exit DVT based on T2T-ViT12

n Both the two reuse mechanisms are able to improve the accuracy at the 2nd and 3rd exits

n Computation reusing slightly hurts the accuracy at the 1st exit 

max𝑖𝑚𝑖𝑧𝑒
?*,?+,⋯

𝐴𝑐𝑐 𝐷&-7 , 𝜂', 𝜂", ⋯ , 𝑠. 𝑡. 𝐹𝐿𝑂𝑃𝑠 𝐷&-7 , 𝜂', 𝜂", ⋯ ≤ 𝐵
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