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Background

 Cross-modal Retrieval

e Metric:
e Flickr30K: Recall@K Bi-directional

 MSCOCO: Results on 1000 test images and their corresponding sentences

e Continual Learning
* Other names: lifelong learning, sequential learning or incremental learning
» Key problem: catastrophic forgetting (CF) of old concepts as new ones learnt

* Learning representations for a new domain (called a task)



Introduction

e Continual learning + Cross-modal Retrieval ?

e Retrieval: Traning -> Indexing -> Query

» Pay special attention to the role of “indexing” stage

e Contribution:
* A continual cross-modal retrieval framework
 |dentify and study the different factors lead to forgettting in cross-modal

embeddings and retrieval

* Study modifications in the retrieval framework, network archi. and regularization



Continual Cross-modal Retrieval

* Cross-modal Deep Metric Learning
* Two-branch network: image-specific & text-specific
* Aligned with similarity matrix S (binary)

* Constraints:
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Continual Cross-modal Retrieval

* Training, indexing and query stages:
* Training: Learning embedding networks
* Indexing:
* Construct a database expressed with embeddings

* Training data are not necessarily same as indexing data

* For simplicity, consider they are the same
* Query: Compute similarity between a query sample and the index data

* Deplyed system only conduct query



Continual Cross-modal Retrieval

e Continual Learning in Retrieval
* Setting:
* Data are presented as a sequence of tasks
* Each task involves data from a different domain (animal, vehicle ...)
* Embedding networks are updated
* Evaluation with seperate data from each task
* Classify a negative pair as intra-task neg. pair (ITNP) & cross-task neg. pair (CTNP)

* CNTPs are not available during training

* Assume all positive pairs are intra-task



Continual Cross-modal Retrieval

 Continual Retrieval:

* Reindexing or not?

Reindexing No Reindexing
* Index both data of current and * Onlyindex data of current task
previous tasks e Efficient
* Database and query are processed  Asymmetry, query embeddings are
with the same network extracted with new operators while
 Time & Resourse consuming database embedding are extracted

with old ones



Catastrophic Forgetting
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* Task overlap:

e CTNPs are the only force to
discriminate samples of different

tasks

Figure 4. Causes of forgetting in cross-modal embeddings: (a) em-
bedding networks become less discriminative due to drift in pa-
rameter space, and (b) unequal drift increases cross-modal mis-
alignment, and (c) task overlap in embedded space (when task is
unknown). Best viewed in color.



Preventing Forgetting

* Embeddding drift

* Regularization term: To penalize weighted Euclidean distance
. . , 2 ) _ 2
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* O and Q are iteratable weights (initialized as 0)
* Methods to iterate are left out

* Final loss:
L =Lt + A3l



Preventing Forgetting

* Unequal Drift
* Tying the networks by sharing layers at the top

* Bottom layers must remain modality-specific

e Decoupling Retrieval directions

* |n the case of no reindexing

* Beneficial when image and text embeddings drift in different directions

* Cross-task overlap

* Weight regularization and sharing layers could help



Experiments

* Settings:
e Joint vs Continual

12T & T2I

Known task & Unknown task

Reindexing

Weight regularization

Decoupled directions

Layer sharing



Experiments

* Sequential Visual Genome (SeViGe)

* Divide Visual Genome into three domains: animals, vehicles and clothes

im2txt txt2im
it Joint Continual Joint Continual
CINP reindexing no reindexing CTNP reindexing no reindexing
Yes No | fi  EWC MAS| ft EWC EWC-im MAS MAS-im|| Yes No | ft EWC MAS| fi EWC EWC-txt MAS MAS-txt
Architecture: no sharing
animals ||29.1 26.0{16.1 16.8 16.9(24.5 246 242 247 243 |27.8 259|154 152 154(20.8 20.8 209 19.8 20.7
vehicles||30.9 27.7(20.8 23.3 22.7(24.0 25.1 248 26.0 24.8 |30.9 27.0|{17.5 18.6 19.5(27.2 294 280 288 28.7
clothes ([27.9 27.5|27.4 27.0 275|274 27.0 273 275 263 |29.3 27.7|28.1 27.5 28.0|28.1 275 274 280 285
average [|29.3 27.0(21.5 22.3 224|245 246 242 247 243 |29.3 26.8{20.3 20.5 21.0(25.4 259 254 256 26.0
A+V+C||28.5 24.4(17.0 184 17.8(18.6 17.9 17.5 19.0 183 |[28.0 23.8|16.3 16.3 16.9(20.7 21.3 209 209 214
ATCITECture: Saring
animals || 28.3 25.3|18.4 17.1 16.4(23.1 21.2 214 21.1 21.4 |[26.8 24.4|16.6 14.8 14.3(22.1 20.7 21.1 20.6 222
vehicles||30.2 28.6(22.6 24.7 23.5(23.0 249 25.0 23.8 26.0 |[31.2 27.9|169 17.8 163(27.3 294 295 284 28.7
clothes ||26.7 27.4|127.7 269 27.1(27.7 269 273 27.1 26.7 |27.526.8|27.2 27.0 26.0|27.2 27.0 27.5 260 28.0
average |28.4 27.1(22.9 22.9 22.3(24.6 243 24.6 24.0 24.7 |28.526.4|120.3 199 189(256 257 260 250 26.3
A+V+C||27.8 24.5(18.2 18.2 17.6(19.0 179 182 179 188 |[27.2 23.7|159 155 149(21.8 21.5 222 21.0 22.6
Table 1. Results in SeViGe after learning all tasks (Recall@ 10 in %). average measures performance with known task, while A+V+C with

unknown task. Best joint learning result in green, best continual learning result in red.




Experiments

* Sequential MS-COCO (SeCOCO)

* Challenging to organize data into tasks

im2txt ixt2im
Bomain Joint Continual Joint Continual
CTNP reindexing no reindexing CINP reindexing no reindexing
Yes No | ft EWC MAS| ft EWC EWC-im MAS MAS-im||Yes No | fi EWC MAS| ft EWC EWC-txt MAS MAS-txt
Architecture: no sharing
taskl |([65.7 63.8|33.6 32.0 33.0(49.8 48.1 47.2 50.5 47.1 ||69.7 68.2|40.1 38.0 38.2|59.8 59.2 583 60.0 59.7
task2 ||56.5 54.9|39.8 38.5 40.0|47.0 46.6 464 47.0 469 ||65.2 62.6/46.8 447 469|546 555 55.1 555 559
task3 ||38.2 39.9(39.7 40.1 40.2|39.7 40.1 399 40.5 39.7 (|44.6 45.7|46.7 46.7 46.0|46.7 46.7 4677 46.0 46.2
average || 53.5 52.9(37.7 369 37.7|45.5 449 445 46.0 44.6 |[59.8 58.9|44.5 43.1 43.7(53.7 53.8 53.4 538 54.0
total ||52.4 49.8|33.0 32.1 33.0|37.1 36.2 356 374 36.0 |(|58.556.3|40.4 38.7 39.7|48.3 48.0 473 482 484
Architecture: sharing
taskl |([65.3 63.9|132.9 31.9 34.1(48.4 47.7 47.7 47.8 45.1 |[70.2 67.7|38.2 37.4 39.8|58.6 563 584 57.1 575
task2 |([55.7 55.3|40.6 39.9 40.4(46.3 46.0 452 440 444 ||64.7 63.1|46.0 45.7 463|546 542 556 546 549
task3 |([37.6 40.1|39.6 39.7 39.3(39.6 39.7 399 40.0 39.7 |[|44.8 46.5|46.2 45.8 45.7]|46.2 458 457 46.7 46.1
average ||52.9 53.1(37.7 37.2 379|448 44.5 443 439 43.1 |[539.9 59.1|43.5 43.0 43.9(53.1 52.1 532 528 528
total |[|51.8 50.1(33.2 32.5 33.5(36.1 359 354 355 353 7 56.4|39.3 38.9 39.9|47.7 46.8 48.1 47.1 475

Table 2. Results in SeCOCO after learning all tasks (Recall@10 in %). average measures performance with known task, while rotal with
unknown task. Best joint learning result in green, best continual learning result in red.



Conclusion

* A piece of “digging hole” work
* Massive experiments

e Lack of dataset and “tasks”



