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We observe that the instability of transformer training on vision tasks can be attributed to

a over-smoothing problem, that the self-attention layers tend to map the different patches

from the input image into a similar latent representation, hence yielding the loss of information

and degeneration of performance, especially when the number of layers is large.

Motivation:



Contribution

▪ In this work, we first design extensive experiments to examine the phenomenon of over-smoothing in vision 
transformers across various architecture settings.

▪ We then investigate three different strategies to alleviate the over-smoothing problem in vision transformers.



Approach



Examining Over-smoothness in Vision Transformers

▪ Layer-wise cosine similarity between patch representations

▪ Layer-wise standard deviation of softmax attention scores



Examining Over-smoothness in Vision Transformers



Suppressing Over-smoothing in Vision Transformers

▪ Pairwise Patch Cosine Similarity Regularization

▪ Patch Contrastive Loss (e is its patch representations at a early layer and h is its patch 
representations at a deep layer)

▪ Patch Mixing Loss (cutmix)



EXPERIMENTAL RESULTS
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