


Self Attention
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Self Attention
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Multi-head Self Attention
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Position Encoding

Add Position information to Self-attention

Original Paper: an manual-designed 

position encoding ,added with input 

embedding 

Position Encoding can be learnt from data



ViT & others

An Image is Worth 16x16 Words:Transformers for Image Recognition at Scale

Input:

C*H*W -> N * (𝑃2*C)

Linear Projection

N * (𝑃2*C) -> N * 512

Position Encoding

Learnable

MLP head:

Process on the learnable 

embedding(*)



ViT & others

Rethinking Semantic Segmentation from a Sequence-to-Sequence Perspective with 

Transformers

SETR
ViT + decoder



Segformer

1.Contains a novel 

hierarchically structured 

Transformer encoder which 

outputs multiscale features

2. MLP decoder aggregates 

features from different 

layers and merge global 

&local information

3.Without Position 

encoding



Mix-FFN:

Linear + 3*3 Conv

(substitute Position Encoding

<from CVPT 1 >)

[1]Conditional positional encodings for vision transformers



Patch embedding/Merging:

·Change size

·Overlapped

Patch embedding/Merging:

Attention & FFN:








