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Cross-Dataset Collaborative Learning for 
Semantic Segmentation

• Proposed a simple, flexible, and general 
cross-dataset collaborative learning 
algorithm.



Analysis

• (a) Train and evaluate a network for each 
dataset separately

• (b) Finetuning

• Time-consuming

• Not applicable for joint optimization

• Manually adjust hyper-parameters

• (c) Generate a hybrid dataset

• Simple label concatenation

• Label mapping



Label mapping

• Prior knowledge needed

• Class duplication and conflict

• Poor performance

• Discrepancy of camera viewpoints, scenes, etc.



Cross-Dataset Collaborative Learning 

• Different segmentation datasets vary greatly

• (e.g., scenes and illumination)



Rethinking BatchNorm and Convolution

• Analyze the parameter distributions of conv and bn layers.

• Conv, 

• weight, bias from conv kernel

• BN, 

• running_var, running_mean, weight, bias

where x^ is the estimated statistic and x_t is the new observed value



Rethinking BatchNorm and Convolution



Rethinking BatchNorm and Convolution

• For Conv, weights hold the same distributions

• For BN, distributions of both running mean and running var have 
different shapes for different datasets



Network



Dataset-Aware Block

• Dataset-invariant conv layer

• Dataset-specific bn layers

• A switch is automatically to determine which BN should be activated 
based on the data source (if statement?)

• Dataset-aware classifiers (conv with different out channel?)



Dataset Alternation Training

• One iteration

• Construct the batch with samples from a single dataset, compute loss

• Next iteration

• Samples from another dataset, compute loss

• Dataset-number iteration

• ...

• Accumulate all losses and backpropagate



Dataset Alternation Training

• Backpropagate the loss of each dataset in each iteration will incur 
training instability.

• Efficient way to train the samples from multiple datasets



Result
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