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Self-supervised pretraining

• Segmentation supervised
• Image -> Logits mask prediction -> CELoss <- GT mask (Human annotate)
• Image (-> Semantic information) -> Logits mask prediction

• Segmentation self-supervised
• Image (-> Semantic info) -> Pretext pred -> Loss <- Pretext GT (Generated)
• Image (-> Semantic info) -> Logits mask prediction -> CELoss <- GT mask



Self-Supervised Pretext





MoCo

• Two encoder
• Same arch
• Different param
• One update by SGD
• Another update in momentum way



• Dino, self-distillation with no label
• Self-Supervise, knowledge distillation, transformer



Motivation

• Success of Transformers in NLP : use of self-supervised pretraining
• Self-supervised training

• Use the words in a sentence to create pretext tasks
• Provide richer learning signal

• Normal (supervised) training
• Predicting single label per sentence

• Image level supervision
• Single concept from a predefined set of a few thousand categories of objects



Motivation

• Self-supervised ViT feature
• Contain scene layout and object boundaries
• Performs well with k-NN method, without finetuning or linear classifier



Approach

• Case of pair of views (x1, x2)
• x1, x2, same image different transforms
• Networks, same arch different params
• Output K-dim vector
• T: centering & sharpening, as GT

• Param update
• S: Backprop
• T: Stop gradient & exponential moving average



Input Multi-view

• V, set of different views
• Two global views, X_g1 X_g2
• Several (8) local views, X_li

• Network
• S: all views
• T: global views



Centering and Sharpening

• Centering teacher network, gt(x)

• Sharpening in softmax



Centering and Sharpening

• Avoid collapse
• Centering
• Encourage uniform output

• Sharpening
• One dim dominating



Param Update

• Student
• Adamw, backprop

• Teacher

• λ 0.996 -> 1





Training Detail

• 1024 batch size
• 16 GPUs, v100
• 100 epoch





Linear and k-NN classification on ImageNet



Other task



Other task



Segmentation supervised vs DINO



Ablation


