
Masked-attention Mask Transformer for 
Universal Image Segmentation 



MaskFormer

• MaskFormer employs a Transformer decoder to compute a set of pairs, each consisting of a 
class prediction and a mask embedding vector. 



MaskFormer

• The model contains three modules :
• 1) a pixel-level module extracts per-pixel embeddings used to generate binary mask 
• 2) a transformer module, computes N per-segment embeddings;
• 3) a segmentation module
 

Single scale



Mask2Former overview 

pixel decoder with resolution 1/32, 1/16 and 1/8 

High-resolution features improve model performance, 
especially for small objects 
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Mask2Former overview 

learnable  positional embedding

 
learnable scale-level embedding 
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Mask2Former overview 

Deformable detr 

6 MSDeformAttn layers 
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Mask2Former overview 
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switch the order of self and 
cross-attention 



Masked attention 

Standard cross-attention 

masked attention modulates 

only attends within the foreground region of the predicted mask 

query features (X0) are zero initialized 
 with feature

M0 is the binary mask prediction obtained from X0 



Mask2Former overview 

Mask
prediction+
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Mask prediction

Than resized to the same resolution

these learnable query features function like a region 
proposal network and have the ability to generate 
mask proposals.



Mask2Former overview 

Mask
prediction+
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Mask2Former overview 

Mask
prediction+

We repeat this 3-layer Transformer decoder L times 

L = 3, 100 queries  Q
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• trained with its mask loss calculated on K randomly 
sampled points instead of the whole mask (PointRend )

• mask loss with sampled points from 18GB to 6GB per 
image 

Improving training efficiency 

matching loss：uniformly sampling
final loss ： importance sampling 



• We use the binary cross-entropy loss (instead of focal) and the dice loss for our mask loss: 

• The final loss is a combination of mask loss and classification loss 

Loss weights 



data augmentation 
training strategies and model scaling 





Ablation studies 



Ablation studies 
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