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semi-supervised

Semi-supervised learning aims to exploit unlabel data to futher improve
the representation learning given limited labeled data.

labeled data: pixel level annotation
unlabeled data: data without any annotation
weakly labeled data: bounding box, image-level labels, scribbles
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Semi-supervised semantic segmentation
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Semi-supervised semantic segmentation with high- and low-level consistency. TPAMI, 2019.
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Semi-supervised semantic segmentation

consistency training
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Semi- supervised semantic segmentation with cross-consistency training. In CVPR, 2020



motivation

Prior consistency-base methods simply apply low-level data
augmentations and constrain the perturbed ones to be consistent.

However, model could not produce consistent embedding
distribution under different contexts.

Consistency with contextual augmentation cloud be an additional
constraint supplying low-level augmentations.



contribution

To alleviate the overfitting problem, we propose to maintain
context-aware consistency between pixels under different

environments.

To accomplish contextual alignment, we design the Directional
Contrastive Loss, what applies the constrastive learning in a pixel-
wise manner. Also, two effective sampling strategies are proposed
to further improve performance.



visualize
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Figure 8. Visual comparison between SupOnly (i.e., trained with only supervised loss) and current state-of-the-art methods with ours.
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Figure 4. Overview of our framework. In the unsupervised branch, two patches are randomly cropped from the same image with a partially
overlapping region. We aim to maintain a pixel-to-pixel consistency between the feature maps corresponding to the overlapping region.



context-aware consistency
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Make the representations more robust to the changing environments.




Directional contrastive loss

base loss
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negative sampling -- filter out false negative samples
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positive filtering —- filter out low low confidence positive samples
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Y threshold to filter positive samples with low confidence , 0.75 in experiments



total loss

L = Loe + ALRPT

LoaPl = Z(lb PP (po1, bo2) + 10 TP (o2, Po1))

A balance weigth for unsupervised loss, 30 in experiment

supervised only:
L = Lce



unspervised experiments

Method SegNet Backbone 1/16 1/8 1/4 Full
SupOnly PSPNet ResNet50 574 650 68.3 75.1
CCT[ ] PSPNet ResNet5S0 62.2 688 71.2 753
Ours PSPNet ResNet50 67.1 713 725 764
SupOnly DeepLabv3+ ResNet5S0 63.9 683 71.2 76.3
ECS|[ ] DeepLabv3+ ResNet50 - 702 72.6 76.3
Ours DeepLabv3+ ResNet50 70.1 724 74.0 76.5
SupOnly DeepLabv3+ ResNetlOl 664 71.0 73.5 77.7
S4GAN [ ] DeepLabv3+ ResNetl0l 69.1 724 745 77.3
GCT [ ] DeepLabv3+ ResNetlO1 67.2 725 75.1 77.5
Ours DeepLabv3+ ResNetl01 724 74.6 76.3 78.2
pascal voc

SupOnly: Only with supervised loss
ECS: Semi-supervised segmentation based on error-correcting supervision. In ECCV, 2020

Methods 1/8 1/4 Full

SupOnly 66.0 70.7 717

Ours 69.7 127 1.9
cityscapes



ablation experiments

ID Proj Context CL Dir NS PF | mloU
SupOnly 64.7
ST 66.3
I v v 64.2
| v v v 56.4
i v v v 64.8
1A% v v v v/ 71.6
\% v v v v V| 712
VI v v v v V| 705
VII v v v v V| 615
vim | v v v vV V| 124

Table 3. Ablation Study. Exp.I uses £2 loss to align positive feature
pairs. ST: Self-Training. Proj: Non-linear Projector ®. Context:
Context-aware Consistency. CL: Vanilla Contrastive Loss. Dir:
Directional Mask MZ’“’ defined in Eq. (7). NS: Negative Sam-
pling. PF: Positive Filtering.



weakly experiment

Methods Backbone Semi Weakly
WSSN [ ] VGG-16 - 64.6
GAIN [ ] VGG-16 - 60.5
MDC|[ ] VGG-16 - 65.7
DSRG [ ] VGG-16 - 64.3
Souly etal. [ ] VGG-16 64.1 65.8
FickleNet [ ] ResNet-101 - 65.8
CCT [41] ResNet-50 69.4 732
Ours VGG-16 68.7 69.3
CCT*# ResNet-50 72.8 74.6
Ours ResNet-50 74.5 76.1

Table 5. Results with extra image-level annotations. CCT*: Re-
produced with the same setting as ours. Semi: Semi-supervised
setting. Weakly: the setting with extra image-level labels.

experiment settings
dataset:  Pascal Voc
1464 pixel level
9118 image level(from SBD)

implement:
extra classifier Cw for weakly data

loss:
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