


semi-supervised
Semi-supervised learning aims to exploit unlabel data to futher improve 
the representation learning given limited labeled data.

labeled data: pixel level annotation
unlabeled data: data without any annotation
weakly labeled data: bounding box, image-level labels, scribbles 



Semi-supervised semantic segmentation
adversarial learning  

Semi-supervised semantic segmentation with high- and low-level consistency. TPAMI, 2019.



Semi-supervised semantic segmentation
consistency training 

Semi- supervised semantic segmentation with cross-consistency training. In CVPR, 2020



motivation

Prior consistency-base methods simply apply low-level data 
augmentations and constrain the perturbed ones to be consistent. 
However, model could not produce  consistent embedding 
distribution under different contexts.

Consistency with contextual augmentation cloud be an additional 
constraint supplying low-level augmentations.



contribution

To alleviate the overfitting problem, we propose to maintain 
context-aware consistency between pixels under different 
environments.

To accomplish contextual alignment, we design the Directional 
Contrastive Loss, what applies the constrastive learning in a pixel-
wise manner. Also, two effective sampling strategies are proposed 
to further improve performance.



visualize



Overview



context-aware consistency

Make the representations more robust to the changing environments.



Directional contrastive loss
base loss

only back propogate to 



negative sampling -- filter out false negative samples



positive filtering -- filter out low low confidence positive samples

γ  threshold to filter positive samples with low confidence , 0.75 in experiments



total loss

λ balance weigth for unsupervised loss, 30 in experiment
supervised only:

L = Lce



unspervised experiments

pascal voc cityscapes

SupOnly: Only with supervised loss
ECS: Semi-supervised segmentation based on error-correcting supervision. In ECCV, 2020



ablation experiments



weakly experiment experiment settings
dataset: Pascal Voc

1464 pixel level
9118 image level(from SBD)

implement:
extra classifier Cw for weakly data

loss:


